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1
DEVICE AND METHOD FOR RESPONDING
TO INFLUENCES OF MIND

RELATED APPLICATIONS

This application is a divisional application, claiming pri-
ority under 35 USC §§120 and 121 and 37 CFR 1.53(b) of
co-owned and co-pending U.S. patent application Ser. No.
11/989,078, filed Jan. 18, 2008, by Wilber et al., which is
hereby incorporated by reference, and which is a national
stage application under 35 U.S.C. 371 of international patent
application number PCT/US2006/028359, filed 21 Jul. 2006,
which claimed priority to both U.S. Provisional Application
Ser. No. 60/792,080, filed Apr. 14, 2006, and U.S. Provisional
Application Ser. No. 60/701,928, filed Jul. 22, 2005.

TECHNICAL FIELD

The present invention relates to the field of information
detection and transfer, and more specifically to a device and
method for responding to influences of mind.

BACKGROUND ART

Devices for detecting direct mind-machine interaction
(DMMI) have been proposed and researched for many years.
The most carefully controlled and best-explored experiments
utilize some type of true, or non-deterministic, random num-
ber generator (TRNG) that produces a sequence of random
numbers, usually in a binary form. The most common random
number generators used are of the electronic type that pro-
duce a sequence of random binary bits, or events. This has
been referred to as a random event generator (REG).

U.S. Pat. No. 6,369,727, issued Apr. 9, 2002, to Vincze,
teaches a random number generator using an analog-to-digi-
tal converter to convert random noise into digital samples that
are transformed by a reductive mapping into uniformly dis-
tributed random numbers for output. U.S. Pat. No. 6,581,078,
issued Jun. 17, 2003, to Liardet, teaches a random number
generator in which a physical voice source produces digital
signals that are combined with signals produced by a pseudo-
random number generator. U.S. Pat. No. 4,853,884, issued
Aug. 1, 1989, to Brown et al, teaches a random number
generator in which a zener diode produces a random binary
number output having a controlled degree of randomness
determined in response to an input control signal.

In typical DMMI experiments, an REG is operated in con-
junction with a human operator who attempts to influence the
statistical properties of the REG’s output sequence. The
operator, or subject, is directed to intend mentally the number
of'ones produced in the random sequence to be either higher,
lower, or equal to the statistically expected number.

The results of these experiments, compiled over thousands
of experimental trials, show a small but persistent and statis-
tically significant effect. A most notable example of a
research program for detecting DMMI is the long-standing
program at Princeton University, known as Princeton Engi-
neering Anomalies Research (PEAR). This work is described
in detail in the book Margins of Reality, the Role of Mind in
the Physical World, by Robert Jahn and Brenda Dunne, Har-
court Brace and Company, 1987.

The PEAR lab and numerous other facilities around the
world have established, to a very high level of statistical
significance, the existence of a link between the mental inten-
tion of an operator and results of measurements of REG
output. Demonstrating the reality of DMMI is of great scien-
tific interest. However, the laboratory demonstration has not
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translated into useful devices or methods. Practical applica-
tions of DMMI have not previously been achieved due to an
absence of understanding of why or how the effect manifests,
and because the experimental devices and data processing
methods used are not sensitive enough to the effect.

Journal articles by many authors have suggested a variety
of'potential uses of DMMI. These suggestions are made with-
out disclosing means for their implementation. Apparatuses
for experiments involving DMMI have been complex and
expensive. U.S. Pat. No. 5,830,064, issued Nov. 3, 1998, to
Bradish et al, teaches a method and apparatus of generating
values and detecting whether the values fall outside chance
expectations. This patent involves inverting some of the val-
ues according to a selection pattern in order to measure a
collective statistical variance.

There are, in fact, no practical devices currently on the
market that utilize DMMI. This is because all previous
devices and methods have required intense and extended
effort to produce even a single correct bit of information.

DISCLOSURE OF INVENTION

The invention alleviates some of the limitations mentioned
above by providing devices, systems and methods for detect-
ing and responding to an influence of mind by generating data
that is correlated with intended or desired information,
including hidden or non-inferable information, at high rates
of speed and high accuracy.

A first basic embodiment of a mental influence detector in
accordance with the invention for responding to an influence
of mind comprises an anomalous effect detector. A basic
embodiment of an anomalous effect detector comprises: a
source of non-deterministic random numbers; a converter
operable to accept an input of non-deterministic random
numbers from the source and to convert a property of the
non-deterministic random numbers into a converter output; a
processor for accepting the converter output and producing a
processor output signal representative of the influence of
mind; wherein the processor output signal contains fewer
numbers than the input of non-deterministic random num-
bers; and an interface that is operable to communicate results
from the processor.

A basic embodiment of a method of detecting an anoma-
lous effect resulting from an influence of mind comprises:
providing an input of non-deterministic random numbers;
converting a property of the input of non-deterministic ran-
dom numbers into a converter output; accepting the converter
output into a processor; and producing in the processor a
processor output signal representative of the influence of
mind, wherein the processor output signal contains fewer
numbers than the input of non-deterministic random num-
bers; and communicating results from the processor using an
interface. Other embodiments of methods in accordance with
the invention are clear from the descriptions herein. For
example, some embodiments of a method of detecting an
anomalous effect further comprise: providing at least one test
number to the processor; measuring a relationship between
the converter output in the processor and at least one test
number to produce a relationship measurement; and in the
processor, abstracting the relationship measurement to pro-
vide an enhanced output signal representative of the influence
of' mind. Abstracting comprises reducing the number of num-
bers.

A second basic embodiment of a mental influence detector
in accordance with the invention for responding to an influ-
ence of mind comprises a quantum computer. A basic
embodiment of a quantum computer for responding to an
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influence of mind, comprises: a physical source of entropy
operable to generate output numbers; a source of test num-
bers; a measurement processor, the processor being operable
to accept the output numbers, and being further operable to
measure a relationship between process numbers in the pro-
cessor and at least one test number to produce an output
representative of the influence of mind, wherein the measure-
ment processor comprises a relationship processor that is
operable to measure a relationship between process numbers
in measurement processor and at least one test number; and an
interface that is operable to communicate results from the
processor. A physical source of entropy in accordance with
the invention embodies quantum mechanical properties of
superposition and entanglement.

A basic embodiment of a method of using a quantum
computer that is responsive to an influence of mind com-
prises: generating output numbers using a physical source of
entropy; providing at least one test number; accepting the
output numbers in a measurement processor; measuring a
relationship between process numbers in the measurement
processor and at least one test number to produce an output
representative of an influence of mind; and communicating
results from the measurement processor using an interface.

Accordingly, objects and advantages of the present inven-
tion are: to provide mental influence detectors and methods of
detecting a mental influence to obtain useful information in
an acceptable time period; to provide a mental influence
detector device that is readily available at a low cost by
making it accessible to individual users via the internet and by
utilizing components available in the standard configuration
of most personal computers; to provide a mental influence
detector device that is hundreds of times more sensitive than
previous devices; to bring embodiments of mental influence
detectors and methods of using them into practical and com-
mon usage through greatly increased speed and reliability.
Further objects and advantages are to provide mental influ-
ence detectors and methods that are widely available for
experimentation and demonstration of influences of mind,
thereby enhancing understanding and accelerating develop-
ment of this valuable and untapped technology.

Other features, characteristics and advantages of embodi-
ments in accordance with the invention will become apparent
from consideration of the description and drawings below.

BRIEF DESCRIPTION OF DRAWINGS

A more complete understanding of the invention may be
obtained by reference to the drawings, in which:

FIG. 1 contains a block diagram representing a general
embodiment of an anomalous effect detector in accordance
with the invention;

FIG. 2 contains a block diagram representing a preferred
general embodiment of an anomalous effect detector in accor-
dance with the invention;

FIG. 3 contains a process flow sheet of an exemplary
method of operation of an anomalous effect detector in accor-
dance with the invention;

FIG. 4 depicts a block diagram of a system that comprises
ananomalous effect detector in accordance with the invention
and that is operable to practice a method in accordance with
the invention of detecting an influence of mind;

FIG. 5 depicts a block diagram of a quantum computer in
accordance with the invention for responding to an influence
of mind;

FIG. 6 depicts a block diagram of a preferred quantum
computer in accordance with the invention for responding to
an influence of mind;
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FIG. 7 contains a block diagram illustrating a general
embodiment of a multi-stream random number generator
(RNG) in accordance with the present invention;

FIG. 8 contains a block diagram of a self-seeding random-
ness corrector suitable for use with a random number genera-
tor in accordance with the invention;

FIG. 9 depicts schematically an XOR gate suitable for use
in accordance with the invention;

FIG. 10 depicts schematically a parity generator suitable
for use in accordance with the invention;

FIG. 11 contains a block diagram of another self-seeding
randomness corrector suitable for use with a random number
generator in accordance with the invention;

FIG. 12 contains a block diagram of another self-seeding
randomness corrector suitable for use with a random number
generator in accordance with the invention;

FIG. 13 shows a simplified diagram of a summed multi-
source random number generator in accordance with the
invention having a plurality of independent noise sources of
random noise coupled at a summing point;

FIG. 14 depicts schematically a simple ring oscillator ran-
dom number generator (RNG) in accordance with the inven-
tion;

FIG. 15 shows an enhanced ring oscillator RNG in accor-
dance with the invention;

FIG. 16 depicts schematically a random number generator
system in accordance with the invention comprising a plural-
ity of independent ring oscillator RNGs;

FIG. 17 contains a block diagram of a preferred truth table
circuit that is operable to receive an input comprising two
sequential random binary bits to produce an output obeying a
bias-amplifier truth table;

FIG. 18 contains a block diagram of a preferred truth table
circuit that is operable to receive an input comprising two
simultaneous (synchronous) random binary bits to produce
an output obeying a truth table for performing a mutual bias
conversion;

FIG. 19 contains a logarithmic graph in which the fraction
of runs in a sequence of bits of a given type (“1” and “0”) is
plotted as a function of length of runs (in bits);

FIG. 20 contains a block diagram of a circuit having a
single storage latch and operable to convert first order auto-
correlation to bias;

FIG. 21 contains a block diagram representing a converter
in accordance with the invention that is operable to accept
subsequences of random binary bits from six sequences of
randomness corrected data of a random number source;

FIG. 22 depicts schematically quantum computer in accor-
dance with the invention comprising a physical source of
entropy that is operable to generate a plurality of output
numbers;

FIG. 23 depicts schematically a quantum computer in
accordance with the invention comprising a plurality of
entropy sources that are operable to generate a plurality of
output streams; and

FIG. 24 contains a block diagram of an internet-based
system comprising at least one mental influence detector in
accordance with the invention.

MODES FOR CARRYING OUT THE INVENTION

The invention is described herein with reference to FIGS.
1-24. Tt should be understood that FIGS. 1-18, 20-24, depict-
ing elements, systems and processes of embodiments in
accordance with the invention, are not meant to be actual
views or diagrams of any particular portion of an actual
equipment component, apparatus or process. The figures
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instead show idealized representations that are employed to
explain more clearly and fully the structures, systems and
methods of the invention than would otherwise be possible.
Also, the figures represent only one of innumerable variations
of' structures and systems that could be made or adapted to use
amethod of the invention. Devices and methods are described
with numerous specific details, such as components, oscilla-
tor frequencies and mathematical techniques, in order to pro-
vide athorough understanding of the present invention. It will
be obvious to one skilled in the art that these specific details
are not required to practice the present invention. It is clear
that embodiments in accordance with the invention can be
practiced using structures, devices and processes very differ-
ent from those of FIGS. 1-18, 20-24. The preferred embodi-
ments described herein are exemplary and are not intended to
limit the scope of the invention, which is defined in the claims
below.

For the sake of clarity, in some of the figures below, the
same reference numeral is used to designate structures and
components that are the same or are similar in the various
embodiments described.

The terms “non-deterministic”, “non-deterministic bits”,
“true random number”, “true random bits” and related terms
are used in this specification interchangeably to designate a
quality of true randomness of a number or bit of information,
which means that the number or bit cannot be calculated or
determined with certainty in advance. Non-deterministic ran-
dom numbers can be thought to be arbitrary, unknowable, and
unpredictable. For the sake of brevity, the abbreviated terms
“random number” and “random numbers” are sometimes
used in this specification synonymously with the terms denot-
ing non-deterministic numbers, such as “non-deterministic
random number” and “true random numbers”. In this speci-
fication, the term “entropy” generally refers to a measure of
the disorder or randomness of a system or object bearing
information. A sequence of true random bits uninfluenced by
mind has an entropy approaching 1.0 bit of entropy per bit.
Embodiments in accordance with the invention are described
herein usually with reference to digital numbers, for example,
binary bits. It is understood, however, that some embodi-
ments in accordance with the invention also include the gen-
eration and processing of analog numbers instead of or in
addition to the generation and processing of digital numbers.
The singular and plural forms of the word “number” are used
broadly and sometimes used interchangeably in this specifi-
cation. For example, the term “non-deterministic random
numbers” may indicate an analog signal in some embodi-
ments, as well as a sequence or subsequence of binary bits or
other digital numbers in other embodiments.

The term “pseudorandom” and related terms in this speci-
fication means deterministic or algorithmically generated. It
is known that some numbers are able to pass some or all
known mathematical tests for randomness, but still be deter-
ministic, that is, calculable or knowable in advance.

The term “quasi-random” and related terms in this speci-
fication refers to a number that includes both true random
(i.e., non-deterministic) components and algorithmically
generated (i.e., deterministic) components.

The term “mind” in this specification is used in a broad
sense. The term “mind” includes a commonly accepted mean-
ing of human consciousness that originates in the brain and is
manifested especially in thought, perception, emotion, will,
memory, and imagination. The term “mind” further includes
the collective conscious and unconscious processes in a sen-
tient organism that direct and influence mental and physical
behavior. Embodiments in accordance with the invention are
described herein usually with reference to a human operator
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and a human mind. It is understood, however, that embodi-
ments in accordance with the invention are also operable to
respond to an influence of the minds of other sentient organ-
isms in addition to humans. Also, embodiments in accordance
with the invention are described herein usually with reference
to a conscious human mind in a state of awareness. It is
understood, however, that embodiments in accordance with
the invention are operable to respond to an influence of amind
not in a state of conscious awareness. Although the mind of a
sentient organism generally is associated with functions of
the brain, the term “mind” in this specification is not neces-
sarily limited to functions of the brain, nor is the term “mind”
in this specification necessarily related to functions of the
brain.

The term “anomalous effect” and related terms in this
specification include influences of mind that are not mediated
by classical energies or forces. In one sense, the terms refer to
the effects of mind on number sources and on physically
measurable properties. Traditionally, concepts associated
with anomalous effects have been used to explain such phe-
nomena as ESP, Psi, Psychic Phenomena, Remote Viewing,
Telepathy, Clairvoyance, Clairaudience, Psychokinesis, Pre-
cognition, Mental Powers, among others.

The terms “quantum mechanics”, “quantum mechanical”
and related terms in this specification refer to a fundamental
branch of theoretical physics that complements Newtonian
mechanics and classical electromagnetism, and often
replaces Newtonian mechanics and classical electromagne-
tism at the atomic and subatomic levels. Quantum mechanics
is the underlying framework of many fields of physics and
chemistry, including condensed matter physics, quantum
chemistry, and particle physics along with general relativity.
It is one of the pillars of modern physics. Quantum mechanics
is a more fundamental theory than Newtonian mechanics and
classical electromagnetism, in the sense that it provides accu-
rate and precise descriptions for many phenomena “classical”
theories simply cannot explain.

The terms “quantum superposition”, superposition and
related terms in this specification refer to a phenomenon of
quantum mechanics that occurs when an object simulta-
neously “possesses” two or more values (or states) of an
observable quantity. It is postulated that when the observable
quantity is measured, the values will randomly collapse to
one of the superposed values according to a quantum prob-
ability formula. The concept of choice (e.g., free will) in a
sentient being presupposes the superposition of possibilities.

The terms “quantum entanglement”, entanglement and
related terms in this specification refer to a quantum mechani-
cal phenomenon in which the quantum states of two or more
objects (including photons and other forms of energy) have to
be described with reference to each other, even though the
individual objects may be spatially separated. Quantum
entanglement is the basis for emerging technologies, such as
quantum computing. Entanglement can be across time or
space.

The term “quantum computer” generally refers to any
device for computation that makes direct use of distinctively
quantum mechanical phenomena, such as superposition and
entanglement, to perform operations on data. In this specifi-
cation, the term “quantum computer” and related terms refer
to a device that is operable to respond to an influence of the
mind of a sentient organism (usually a human operator) on
quantum mechanical wavefunctions. In this specification, the
terms “bit”, “bits” and related terms are used broadly to
include both classical (or conventional) bits of information
and quantum mechanical bits, or qubits.
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A qubit is a basic unit of quantum information contained
within a physical entity that embodies a superposition of two
states. A measurement ofthe qubit’s state collapses the super-
position randomly to a determined bit with a value of 1 or 0.
Certain influences can cause the probability of the collapsed
bit being 1, to be different than 50%. This includes an influ-
ence of mind.

An influence of mind can also produce an implicit
entanglement between the wavefunction of a qubit and a test
number or non-inferable information. Such an influence of
mind increases the probability that the measured state of the
qubit will be related to a test number or non-inferable infor-
mation.

Non-inferable information is information that is either hid-
den or cannot be inferred from presently available informa-
tion.

A plurality of qubits can be entangled to produce an expo-
nentially increased number of superposed states. All the
qubits and their superposed states are collectively subject to
an influence of mind so that when a measurement is made,
there is an enhanced probability that the measured state of the
qubits is related to a test number or non-inferable informa-
tion.

A plurality of qubits can be implicitly entangled with each
other and with one or more test numbers or non-inferable
information. The resultant measurements of these qubits’
states can be processed by various converters such as a cross-
correlation converter followed by a bias amplifier, and com-
bined to greatly enhance the probability of a correct relation-
ship in the processed output to the test numbers or non-
inferable information.

Implicit entanglement greatly simplifies the construction
of the assembly of qubits. Usually, the requirement of quan-
tum coherence between the qubits is met by extremely rigor-
ous control of physical structure and environment of the
quantum circuit that embodies the qubits. Implicit entangle-
ment caused by an influence of mind can partially entangle
physical sources of entropy, which only contain a component
of quantum mechanical superposition. The entanglement can
span both distance and temporal displacement, and exist
under conditions that would normally destroy any useful
quantum coherence.

A programming input can be used to alter the wavefunction
of one or more qubits. The signal supplied to the program-
ming input can be derived from the measured states of other
qubits or from a conditional processed signal. A conditional,
or non-final, signal is produced from a previous one or more
measurements and processing. This provides a means of
enhancing both the accuracy and speed of providing a final
processed output representative of an influence of mind.

The term “general computer” in this specification is used
broadly to refer to a conventional computer, which typically
has an input device (e.g., a keyboard), a central processing
unit (CPU), memory, and a results interface (e.g., screen,
printer). Examples include conventional desktop, laptop and
some handheld devices.

FIG. 1 contains a block diagram representing a general
embodiment of an anomalous effect detector 100 in accor-
dance with the invention. Anomalous effect detector 100
includes a source of non-deterministic random numbers 104.
An exemplary source of non-deterministic random numbers
comprises an independent oscillator random number genera-
tor (RNG). U.S. Pat. No. 6,862,605, issued Mar. 1, 2005, to
Wilber, which is hereby incorporated by reference as if fully
contained herein, teaches an independent oscillator device
and a method of generating random numbers. U.S. Pat. No.
6,324,558, issued Nov. 27, 2001, to Wilber, which is hereby
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incorporated by reference, teaches a random number genera-
tor (RNG) circuit connected to a general-purpose computer.
The RNG circuit includes a flat source of white noise, and the
circuit is powered by the computer. Examples of random
number generators are described in detail below. In some
embodiments of a detector 100, source 104 of non-determin-
istic random numbers includes a random noise source 106. A
wide range of noise sources are suitable to provide random
numbers in a source of non-deterministic random numbers in
accordance with the invention. Examples include compo-
nents exhibiting thermal noise and shot noise. Examples of
shot noise sources include sources of electronic noise and
photonic noise.

Source 104 of non-deterministic random numbers is oper-
able to generate non-deterministic random numbers 110. In
some embodiments of an anomalous effect detector, the
source of non-deterministic random numbers is operable to
generate non-deterministic random binary bits at a total rate
exceeding one billion bits per second. In some embodiments,
source 104 is operable to generate an analog non-determin-
istic random signal. In some embodiments, source 104 is
operable to generate non-deterministic random numbers 110
having a bias less than 10 parts per million (ppm) and an
autocorrelation less than 10 ppm for any order of autocorre-
lation. In some embodiments, source 104 is operable to gen-
erate non-deterministic random numbers 110 having a bias
less than 1 ppm and an autocorrelation less than 1 ppm for any
order. In some embodiments, source 104 of non-deterministic
random numbers is located in an integrated circuit. In some
embodiments, source 104 of non-deterministic random num-
bers comprises an independent ring oscillator. In some
embodiments, source 104 of non-deterministic random num-
bers comprises a single electron transistor random source. In
some embodiments, source 104 of non-deterministic random
numbers comprises a summed multisource RNG.

As depicted in FIG. 1, anomalous effect detector 100 also
includes a converter 114. A converter 114 is operable to
accept an input 110 of non-deterministic random numbers
from source 104 and to convert a property of non-determin-
istic random numbers 110 into a converter output 118. Con-
verter 114 typically comprises one or more converters
selected from a group including: a bias amplifier, an autocor-
relation converter, a cross-correlation converter, a runs con-
verter, a transitions converter, a mutual bias converter and a
pattern correlation converter. A bias amplifier typically is
operable to amplify bias of an input of non-deterministic
random numbers. In some embodiments, a bias amplifier is
operable to perform a bounded random walk. When a low
amount of bias is present in the numbers, then a bias amplifier
has a high statistical efficiency, approaching 1.0. For
example, when a low amount of bias is present in the num-
bers, and if the bias amplifier uses one million input bits to
produce one output bit, the bias is amplified by about 1000;
that is, the bias is amplified by a factor equivalent to the square
root of the decrease in total numbers. In some embodiments,
a bias amplifier is operable to perform a truth table bias
function. A pattern correlation converter uses an arbitrary
pattern of bits. Converters are discussed in more detail below.

Anomalous effect detector 100 further comprises a proces-
sor 120. Processor 120 is operable to accept converter output
118 and to produce a processor output signal 124 representa-
tive of an influence of mind. A feature of anomalous effect
detector 100 is that processor output signal 124 contains
fewer numbers than input 110 of non-deterministic random
numbers.

Anomalous effect detector 100 further includes an inter-
face 130 that is operable to communicate results 124 from
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processor 120. An example of a results interface 130 includes:
a computer monitor, a computer speaker, a sound transducer,
an LED display, a cell phone screen, a cell phone speaker, a
mechanical transducer and a physiological stimulator.

FIG. 2 contains a block diagram representing a more pre-
ferred general embodiment of an anomalous effect detector
140 in accordance with the invention. Anomalous effect
detector 140 includes a source of non-deterministic random
numbers 144. An exemplary source of non-deterministic ran-
dom numbers comprises an independent oscillator random
number generator (RNG). In some embodiments, source 144
of non-deterministic random numbers includes a random
noise source 146. Source 144 of non-deterministic random
numbers also includes a randomness corrector 148 that is
operable to accept random numbers (or a random signal) 149
from noise source 146 and to reduce one or more statistical
defects in the random numbers, thereby reducing statistical
defects in non-deterministic random numbers 150. Random-
ness correctors and correcting randomness are described in
more detail below. Source 144 of non-deterministic random
numbers is operable to generate non-deterministic random
numbers 150. In some embodiments, source 104 is operable
to generate an analog non-deterministic random signal. In
some embodiments, source 104 is operable to generate non-
deterministic random binary bits. In some embodiments, ran-
domness corrector 148 is operable to reduce bias in non-
deterministic random numbers 150 to less than 10 ppm and to
reduce autocorrelation of any order in non-deterministic ran-
dom numbers 150 to less than 10 ppm. In some embodiments,
randomness corrector 148 is operable to reduce bias in the
non-deterministic random numbers 150 to less than 1 ppm
and to reduce autocorrelation of any order in non-determin-
istic random numbers 150 to less than 1 ppm. In some
embodiments, randomness corrector 148 comprises a linear
feedback shift register randomness corrector. In some
embodiments, randomness corrector 148 comprises a ran-
domness corrector operable to perform a function selected
from the group consisting of: XORing output numbers from
the source of nondeterministic random numbers with the
output of a pseudorandom number generator; XORing output
numbers from the source of nondeterministic random num-
bers with the output of an independent non-deterministic
random number generator; and XORing a number of con-
secutive output numbers of the source of nondeterministic
random numbers.

As depicted in FIG. 2, anomalous effect detector 140 also
includes a converter 154. Converter 154 is operable to accept
an input 150 of non-deterministic random numbers from
source 144 and to convert a property of non-deterministic
random numbers 150 into a converter output 158. Converter
154 typically comprises one or more converters selected from
a group including: a bias amplifier, an autocorrelation con-
verter, a cross-correlation converter, a runs converter, a tran-
sitions converter, a mutual bias converter and a pattern corre-
lation converter. A bias amplifier typically is operable to
amplify bias of an input of non-deterministic random num-
bers. In some embodiments, a bias amplifier is operable to
perform a bounded random walk. In some embodiments, a
bias amplifier is operable to perform a truth table bias func-
tion. Converters are discussed in more detail below.

Anomalous effect detector 140 further comprises a proces-
sor 160. Processor 160 is operable to accept converter output
158. Anomalous effect detector 140 further comprises a
source 162 of test numbers 163. Processor 160 is operable to
measure a relationship between converter output 158 in pro-
cessor 160 and at least one test number 163 from test number
source 162 to produce a relationship measurement. Processor

20

25

30

35

40

45

50

55

60

65

10

160 is further operable to abstract a relationship measurement
to provide an enhanced output signal 164 representative of an
influence of mind. A feature of anomalous effect detector 140
is that processor output signal 164 contains fewer numbers
than input 150 of non-deterministic random numbers. In
some embodiments, a processor 120, 160 comprises a runs
converter operable to convert runs in a relationship measure-
ment in the processor into a bias in its output.

Generally, mind is associated with functions of the brain.
For this reason, it is believed that performance improves in
embodiments in accordance with the invention in which num-
ber sources and/or information processing nodes are arranged
to emulate the processing of neurons in the brain. In some
embodiments in accordance with the invention, a processor
includes an artificial neural network.

In some embodiments, source 144 of non-deterministic
random numbers is located in an integrated circuit. In some
embodiments, source 144 of non-deterministic random num-
bers comprises an independent ring oscillator. In some
embodiments, source 144 of non-deterministic random num-
bers comprises a single electron transistor random source. In
some embodiments, source 144 of non-deterministic random
numbers comprises a summed multisource RNG.

Anomalous effect detector 140 further includes an inter-
face 170 that is operable to communicate results 164 from
processor 160. As depicted in FIG. 2, in some embodiments,
interface 170 communicates results to an operator 180.
Anomalous effect detector 140 further comprises an initiator
190 that is operable to initiate detection by anomalous effect
detector 140 of an influence of mind.

Examples of an initiator 190 include: a keypad, a touchpad,
a computer keyboard, a computer mouse, a microphone, a
mechanical transducer, a photo sensor, a capacitive switch, a
touch sensitive screen, a physiological signal detector and
another anomalous effect detector. In some embodiments,
initiator 190 is operable to receive a conditioned physiologi-
cal measurement to initiate a detection. In some embodi-
ments, initiator 190 is operable to receive an output from
another anomalous effect detector to initiate a detection. In
some embodiments, initiator 190 is operable to initiate a
detection automatically and periodically.

In some embodiments, source 162 of test numbers is oper-
able to generate test numbers 163 having a fixed pattern. This
feature is useful for assessing and training the ability of an
operator to affect directly the properties of the physical source
of non-deterministic random numbers by psychokinesis. In
some embodiments, source 162 of test numbers is operable to
generate at least one test number before initiation of detection
of an influence of mind. This feature is useful for testing and
training clairvoyance abilities of an operator. In some
embodiments, source 162 of test numbers is operable to gen-
erate at least one test number after converting by converter
154 of input 150 to converter output 158. This feature is useful
for testing and training precognition abilities of an operator.

Examples of a results interface 170 include: a television, a
computer monitor, an LED display, a liquid crystal display, a
plasma display, a 3-dimensional display, a laser display, an
ionized air display, a projection type display, a sound trans-
ducer, a speaker, an earphone, a 3-dimensional sound system,
an ultrasonic heterodyne transducer, a direct bone sound
transducer, an electronic stimulator, a mechanical transducer,
a direct electronic neural stimulator, a direct photonic neural
stimulator or a direct electromagnetic neural stimulator. In
some embodiments, the results interface is operable to pro-
duce a feedback to an operator within one second of the
beginning of the generation of the stream of non-determinis-
tic random numbers. In some embodiments, the results inter-
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face is located remotely from the processor. In some embodi-
ments, the results interface is connected to the processor over
the internet. In some embodiments, the results interface is
connected to the processor via a telephone line. In some
embodiments, the results interface is connected to the proces-
sor via a wireless connection. In some embodiments, the
results interface comprises a portable device. In some
embodiments, the results interface comprises an internet-
enabled device. In some embodiments, output of processor
results from processor 160 in results interface 170 function as
positive or real-time feedback to an operator 180. It is under-
stood that in some embodiments, feedback to an operator
does not rise above the subliminal or unconscious level.
Examples of subliminal feedback stimuli include: direct neu-
ronal stimulation; electromagnetic stimulation, including
light; and other subliminal sensory stimulation. Unconscious
modalities may include sources of stimulation that may
become large enough to reach the threshold of conscious
awareness.

Accordingly, some embodiments of an anomalous effect
detector in accordance with the invention further comprise
one or more physiological sensors, that is, instruments oper-
able to respond to one or more physiological parameters of an
operator 180. Examples of such instruments include: a
plethysmograph, a photoplethysmograph, an impedance
plethysmograph, an oximeter, a respiration monitor, an
expired gas monitor, an electrocardiograph, an electroen-
cephalograph, a magnetoencephalograph, a device for mea-
suring electrodermal response, a device for measuring skin
electrical potentials, an electromyograph and a temperature
sensor. Some embodiments further comprise a signal proces-
sor (not shown) that is responsive to one or more output
signals of one or more physiological sensors. Examples of
physiological parameters for which corresponding output
signals are processed by a signal processor include: heart rate,
blood flow, blood perfusion, heart pulse wave velocity, heart
rate variability, muscle tension, electroencephalograms,
power spectra of electroencephalograms, brain hemisphere
ratios in electroencephalogram spectra, electrocardiograms,
respiration rate and metabolism. Some embodiments of an
anomalous effect detector in accordance with the invention
comprise a results interface and a signal processor connected
to the results interface, the results interface being operable to
present an output corresponding to at least one of the physi-
ological parameters.

Some embodiments of an anomalous effect detector in
accordance with the invention further comprise a bias input
operable to alter a probability of a property of the non-deter-
ministic random numbers. Such a bias input allows probabil-
ity feedback.

In some embodiments, a converter (e.g., converter 114,
154) comprises: a cross-correlation converter that is operable
to convert cross-correlation between a plurality of simulta-
neously generated non-deterministic random numbers into a
bias contained in a cross-correlation converter output; and a
bias amplifier that is operable to amplify bias contained in a
cross-correlation converter output. In some embodiments, a
converter comprises: a runs converter that is operable to con-
vert runs in the input of non-deterministic random numbers
into a bias contained in a runs converter output; and a bias
amplifier that is operable to amplify bias in the runs converter
output. In some embodiments, a converter comprises: an
autocorrelation converter that is operable to convert autocor-
relation in an input of non-deterministic random numbers into
a bias contained in an autocorrelation converter output; and a
bias amplifier that is operable to amplify bias contained in the
autocorrelation converter output. In some embodiments, a
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converter comprises: a cross-correlation converter that is
operable to convert cross-correlation between a plurality of
simultaneously generated non-deterministic random num-
bers into a bias contained in a cross-correlation converter
output. In some embodiments, a converter comprises: a cross-
correlation converter that is operable to convert cross-corre-
lation between a plurality of simultaneously generated non-
deterministic random numbers into a bias contained in a
cross-correlation converter output; a runs converter that is
operable to convert runs in the cross-correlation converter
output into a bias contained in a runs converter output; and a
bias amplifier that is operable to amplify bias contained in the
runs converter output. In some embodiments, a converter
comprises: a mutual bias converter operable to convert a
mutual bias in a plurality of simultaneously generated non-
deterministic random numbers into a bias contained in a
mutual bias converter output, and a bias amplifier that is
operable to amplify bias contained in the mutual bias con-
verter output. Converters are described in more detail below.

A basic embodiment of a method of detecting an anoma-
lous effect resulting from an influence of mind comprises:
providing an input of non-deterministic random numbers;
converting a property of the input of non-deterministic ran-
dom numbers into a converter output; accepting the converter
output into a processor; and producing in the processor a
processor output signal representative of the influence of
mind, wherein the processor output signal contains fewer
numbers than the input of non-deterministic random num-
bers; and communicating results from the processor using an
interface. Other embodiments of methods in accordance with
the invention are clear from the descriptions herein. For
example, some embodiments of a method of detecting an
anomalous effect further comprise: providing at least one test
number to the processor; measuring a relationship between
the converter output in the processor and at least one test
number to produce a relationship measurement; and in the
processor, abstracting the relationship measurement to pro-
vide an enhanced output signal representative of the influence
of mind.

An exemplary anomalous effect detector for responding to
an influence of mind and an exemplary method of utilizing an
anomalous effect detector are described in Example 1 below.
The exemplary anomalous effect detector is described with
reference to anomalous effect detector 140, depicted in FIG.
2. The exemplary method is described with reference to gen-
eralized method 200 outlined in the process flow sheet of FIG.
3. It is understood that numerous embodiments of appara-
tuses, techniques and methods in accordance with the inven-
tion deviate from the particular embodiments described
herein.

Example 1

Computer programs, referred to herein as detector soft-
ware, are installed in a conventional general-purpose personal
computer to provide operability corresponding to the oper-
ability of source 144 of non-deterministic random numbers,
converter 154, processor 160, test number source 162, results
interface 170 and initiator 190. The personal computer
includes a conventional low-frequency (LF) oscillator (or
clock) having a frequency of about 1 kHz. The personal
computer also includes a conventional high-speed, 64-bit
counter. It is a feature of this exemplary embodiment that an
anomalous effect detector in accordance with the invention is
formed through operation of the detector software using the
usual components of the personal computer. For example, the
computer keyboard functions as an initiator device, corre-
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sponding to initiator 190 of anomalous effect detector 140 in
FIG. 2. The computer screen and speaker function as results
interfaces, corresponding to results interface 170. The LF
oscillator, the high-speed counter, and the personal comput-
er’s conventional memory and processor together with true
random number generator (TRNG) programs included in the
detector software function as a noise source and a randomness
corrector, corresponding to noise source 146 and randomness
corrector 148 of source 144 of non-deterministic random
numbers in anomalous effect detector 140. Similarly, the LF
oscillator, the high-speed counter, and the personal comput-
er’s conventional memory and processor together with the
detector software function to generate non-deterministic ran-
dom test bits, corresponding to the function of source 162 of
test numbers of anomalous effect detector 140. The personal
computer’s conventional memory and processor together
with processing programs included in the detector software
function as a processor, corresponding to processor 160 of
anomalous effect detector 140 of FIG. 2.

In step 210 of method 200, the operator initiates a detection
of'an influence of mind with a press of a keyboard key or with
a mouse click. In step 220, the next edge of the low-speed
oscillatory signal of the computer’s low-speed oscillator
causes reading of the word contained in the high-speed
counter. Then, bits containing entropy are extracted from the
read word. Processes of step 220 are conducted substantially
as follows. From the word read, the lower (i.e., the least
significant) bits are selected. The number of these lower bits
is approximately the number of bits that have changed since
the previous read. In this exemplary embodiment in a 4 GHz
personal computer using a 1 kHz sampling rate, about 22 bits
change in the one millisecond between samples.

In step 230, bits containing entropy are processed by a
randomness corrector to produce a non-deterministic random
bit. The processes of step 230 are performed substantially as
follows: the selected lower bits (the bits containing entropy)
are XOR-ed with an equal number of bits from a pseudoran-
dom number generator; the resultant 22 bits are all XOR-ed
together to produce a single output bit containing almost 1.0
bit of entropy. The single output bit corresponds to one of the
bits in stream 150 of non-deterministic random bits, as
depicted in FIG. 2. Software-based pseudorandom generators
are known in the art.

In steps 240, 250, and 254 a single output bit of stream 150
is converted in an iterative process that corresponds to the
processing of converter 154 of anomalous effect detector 140.
In step 240 of a first iteration of steps 240, 250, and 254, one
non-deterministic random bit is XOR-ed with a pseudoran-
dom (deterministic) bit to produce a quasi-random bit. In step
250, the quasi-random bit is processed in a bias amplifier
comprising a bounded random walk. In this exemplary
embodiment, the bounded random walk is a 1-dimensional
bounded random walk, with two steps to each boundary. Ifthe
bounded random walk terminates at one designated bound-
ary, then the result is “1”. If the bounded random walk termi-
nates at the other designated boundary, then the result is “0”.
Some alternative embodiments utilize a multi-dimensional
bounded random walk. A bounded random walk is a math-
ematical technique that amplifies bias in a group of numbers.
In step 254, if an output bit has been produced, it is accumu-
lated in step 256. If an output bit has not been produced, the
iterative process of steps 240, 250, and 254 is repeated. In a
second and in further iterations, the one random bit is XOR-
ed once again with a pseudorandom (deterministic) bit to
produce a quasi-random bit. In step 250, the resulting
sequence of quasi-random bits (i.e., the sequence of the quasi-
random bit from step 240 of the first iteration plus the quasi-
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random bit resulting from step 240 in each subsequent itera-
tion) is processed in a bias amplifier comprising a bounded
random walk. Again in step 254, if an output bit has been
produced, it is accumulated in step 256. If an output bit has
not been produced, the iterative process of steps 240, 250, and
254 is repeated. An average of four iterations is performed to
produce an output bit in step 250. A minimum of two itera-
tions is necessary to produce an output bit in step 250. The
number of iterations to produce an output bit occasionally
reaches 20 to 30 iterations, but seldom exceeds 30 iterations.
In this exemplary embodiment using a 1 kHz LF oscillator, a
non-deterministic random bit is processed in the iterative
bias-amplifying conversion process of steps 240, 250 and 254
atarate ofabout 1000 bits per second to produce an output bit
at a rate of about 1000 bits per second.

A step 256 includes accumulating 111 bias amplifier out-
put bits. Step 258 includes determining if 111 bias amplifier
output bits have accumulated. If not, processes 220 through
256 are repeated, as depicted in FIG. 3. If 111 bias amplifier
output bits have accumulated, then step 260 is performed.
Bias amplifier output bits correspond approximately to con-
verter output 158 depicted in FIG. 2.

Step 260 includes comparing 111 bias amplifier output bits
with 111 binary test bits. For each match, a “1” is generated.
For each mismatch, a “0” is generated. Step 270 includes
performing a majority vote based on the number of bias
amplifier output bits that match a corresponding test bit. Steps
260 and 270 correspond to operations performed by proces-
sor 160 of anomalous effect detector 140 using test numbers
provided by test number source 162. In more general terms,
step 260 comprises measuring a relationship (i.e., match or
mismatch) between the output of a converter (i.e., 111 output
bits from bias amplifying) and a corresponding number of test
numbers. In general terms, step 270 comprises abstracting the
measured relationship by reducing 111 data bits to a single
majority vote result.

Step 280 includes communicating the result of the majority
vote to a computer monitor and a computer speaker, which
correspond to results interface 170 of anomalous effect detec-
tor 140. The result of the majority vote is a “Hit” if the number
of'matches in step 270 is greater than 55. Otherwise, the result
is a “Miss”. Step 280 typically includes displaying the result
of the comparison of step 270 to an operator 180 (FIG. 2).

FIG. 4 depicts a block diagram of a system 300 that com-
prises an anomalous effect detector in accordance with the
invention and that is operable to practice a method in accor-
dance with the invention of detecting an influence of mind.
System 300 includes regulated power supplies 310, which are
operable to provide electric power to a FPGA 320 (field
programmable gate array). System 300 further comprises
conventional general-purpose personal computer 330 and [/O
(input/output) interface 340, which is operable to provide an
interface between FPGA 320 and personal computer 330.

FPGA 320 is designed to provide to personal computer 330
operability corresponding to the operability of source 144 of
non-deterministic random numbers, converter 154, processor
160 and test number source 162. Results interface 170 and
initiator 190 are provided in personal computer 330. Some
embodiments of a system in accordance with the invention
include a different gate array device instead of or in addition
to a FPGA. Examples of suitable gate arrays include an ASIC
(application specific integrated circuit) and a custom IC (inte-
grated circuit).

FIG. 5 depicts a block diagram of a quantum computer 400
in accordance with the invention for responding to an influ-
ence of mind. Quantum computer 400 comprises a physical
source of entropy 404 operable to generate output numbers



US 8,423,297 B2

15

405. Quantum computer 400 is operable to use quantum
effects to generate results 414 representative of an influence
of mind. A wide range of entropy sources are suitable to
provide entropy contained in a physical source of entropy in
accordance with the invention. Examples include thermal
noise and shot noise. Examples of shot noise sources include
sources of electronic noise and photonic noise. Examples of
quantum mechanical entropy sources include: spin direction,
photon polarization, nuclear decay, state transition timing, a
photon beam splitter, and a single-electron transistor. In some
embodiments, physical source of entropy 404 is located in an
integrated circuit. In some embodiments, physical source of
entropy 404 comprises an independent ring oscillator. In
some embodiments, physical source of entropy 404 com-
prises a single electron transistor random source. In some
embodiments, physical source of entropy 404 comprises a
quantum circuit embodying a qubit. In some embodiments,
physical source of entropy 404 comprises a quantum circuit
embodying at least one qubit, which qubit exhibits a property
of quantum entanglement. In some embodiments, physical
source of entropy 404 comprises an independent oscillator
random number generator (RNG). U.S. Pat. No. 6,862,605,
issued Mar. 1, 2005, to Wilber teaches an independent oscil-
lator device and a method of generating random numbers.
Quantum computer 400 further comprises a source 406 of test
numbers 407.

Quantum computer 400 further comprises a measurement
processor 410. Measurement processor 410 is operable to
accept output numbers 405 from entropy source 404. Mea-
surement processor 410 is further operable to measure a rela-
tionship between process numbers in measurement processor
410 and at least one test number 407 to produce an output 414
representative of an influence of mind. Accordingly, measure-
ment processor 410 comprises a relationship processor 418,
which is operable to measure a relationship between process
numbers in measurement processor 410 and at least one test
number 407. In some embodiments, a measurement proces-
sor 410 comprises a runs converter operable to convert runs in
a relationship measurement in the processor into a bias.

Quantum computer 400 further comprises a results inter-
face 420 that is operable to communicate results from mea-
surement processor 410. An example of a results interface
420 includes: a computer monitor, a computer speaker, a
sound transducer, an LED display, a cell phone screen, a cell
phone speaker, a mechanical transducer and a physiological
stimulator.

In some embodiments, entropy source 404 is operable to
generate digital output numbers. In some embodiments,
source 404 is operable to generate an analog output signal. In
some embodiments, physical source of entropy 404 is located
in an integrated circuit. In some embodiments, physical
source of entropy 404 comprises an independent ring oscil-
lator. In some embodiments, physical source of entropy 404
comprises a single electron transistor random source. In some
embodiments, physical source of entropy 404 comprises a
quantum circuit embodying a qubit. In some embodiments,
physical source of entropy 404 comprises a quantum circuit
embodying at least one qubit, which qubit exhibits a property
of quantum entanglement. In some embodiments, physical
source of entropy 404 comprises a summed multisource
RNG.

An exemplary relationship processor 418 is operable to
measure a relationship between process numbers in measure-
ment processor 410 and test numbers 407. In some embodi-
ments, as explained above in Example 1 with reference to
method 200 of FIG. 3, process numbers are directly compared
to test numbers; then, a majority vote of the comparison
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results is performed. In some embodiments, process numbers
are directly compared to test numbers; then, a runs analysis is
performed on a sequence of bits resulting from the compari-
son. In some embodiments, a cross-correlation is performed
between process numbers and test numbers.

FIG. 6 depicts a block diagram of a preferred embodiment
of quantum computer 430 in accordance with the invention
for responding to an influence of mind. Quantum computer
430 comprises a physical source of entropy 434 operable to
generate output numbers 435. Quantum computer 430 is
operable to use quantum effects to generate output numbers
435. A wide range of entropy sources are suitable to provide
entropy contained in a physical source of entropy in accor-
dance with the invention. In some embodiments, source 434
is operable to generate output numbers 435 having a bias less
than 10 ppm and an autocorrelation less than 10 ppm for any
order of autocorrelation. In some embodiments, source 434 is
operable to generate output numbers 435 having a bias less
than 1 ppm and an autocorrelation less than 1 ppm for any
order. In some embodiments, physical source of entropy 434
is located in an integrated circuit. In some embodiments,
physical source of entropy 434 comprises an independent
ring oscillator. In some embodiments, physical source of
entropy 434 comprises a single electron transistor random
source. In some embodiments, physical source of entropy 434
comprises a quantum circuit embodying a qubit. In some
embodiments, physical source of entropy 434 comprises a
quantum circuit embodying at least one qubit, which qubit
exhibits a property of quantum entanglement. In some
embodiments, physical source of entropy 434 comprises an
independent oscillator RNG. In some embodiments, physical
source of entropy 434 comprises a summed multisource
RNG.

Quantum computer 430 further comprises a source 436 of
test numbers 437. Quantum computer 430 further comprises
ameasurement processor 440. Measurement processor 440 is
operable to accept output numbers 435 from entropy source
434. Measurement processor 440 is further operable to mea-
sure a relationship between process numbers in measurement
processor 440 and at least one test number 437 to produce an
output 444 representative of an influence of mind. Measure-
ment processor 440 includes a converter 446 that is operable
to convert output numbers 435 from the physical source of
entropy 434 to a converter output 437 representative of a
property of the output numbers. In some embodiments, a
measurement processor 440 comprises a runs converter oper-
able to convert runs in a relationship measurement in the
processor into a bias. Measurement processor 440 further
includes a relationship processor 448, which is operable to
measure a relationship between output numbers 447 from
converter 446 and at least one test number 437. Quantum
computer 430 further comprises a results interface 450 that is
operable to communicate results 444 from measurement pro-
cessor 440. As depicted in FIG. 6, in some embodiments,
interface 450 communicates results to an operator 460. Quan-
tum computer 430 further comprises an initiator 470 that is
operable to initiate a detection of an influence of mind.

In some embodiments, entropy source 434 is operable to
generate digital output numbers. In some embodiments,
source 434 is operable to generate an analog output signal.

Converter 446 typically comprises one or more converters
selected from a group including: a bias amplifier, an autocor-
relation converter, a cross-correlation converter, a runs con-
verter, a transitions converter, a mutual bias converter and a
pattern correlation converter. A bias amplifier typically is
operable to amplify bias of output numbers from entropy
source 434. In some embodiments, a bias amplifier is oper-
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able to perform a bounded random walk. In some embodi-
ments, a bias amplifier is operable to perform a truth table bias
function.

In some embodiments, a converter 446 comprises: a cross-
correlation converter that is operable to convert cross-corre-
lation between a plurality of simultaneously generated output
numbers 435 from physical source of entropy 434 into a bias
contained in a cross-correlation converter output; and a bias
amplifier that is operable to amplify bias contained in the
cross-correlation converter output. In some embodiments, a
converter 446 comprises: a runs converter that is operable to
convert runs in output numbers 435 from physical source 434
of'entropy into a bias contained in a runs converter output; and
a bias amplifier that is operable to amplify bias in the runs
converter output. In some embodiments, a converter 446
comprises: an autocorrelation converter that is operable to
convert autocorrelation in output numbers 435 from physical
source of entropy 434 into a bias contained in an autocorre-
lation converter output; and a bias amplifier that is operable to
amplify bias contained in the autocorrelation converter out-
put. In some embodiments, a converter 446 comprises: a
cross-correlation converter that is operable to convert cross-
correlation between a plurality of simultaneously generated
output numbers 435 from a physical source of entropy 434
into a bias contained in a cross-correlation converter output.
In some embodiments, a converter 446 comprises: a cross-
correlation converter that is operable to convert cross-corre-
lation between a plurality simultaneously generated output
numbers 435 from a physical source 434 of entropy into a bias
contained in a cross-correlation converter output; a runs con-
verter that is operable to convert runs in the cross-correlation
converter output into a bias contained in a runs converter
output; and a bias amplifier that is operable to amplify bias
contained in the runs converter output. In some embodiments,
a converter comprises: a mutual bias converter operable to
convert a mutual bias in a plurality of simultaneously gener-
ated output numbers 435 into a bias contained in a mutual bias
converter output; and a bias amplifier that is operable to
amplify bias contained in the mutual bias converter output.
Converters are discussed in more detail below.

In some embodiments, source 436 of test numbers is oper-
able to generate test numbers 437 having a fixed pattern. This
feature is useful for assessing and training the ability of an
operator to aftect directly the properties of the physical source
of non-deterministic random numbers by psychokinesis. In
some embodiments, source 436 of test numbers is operable to
generate at least one test number before initiation of detection
of an influence of mind. This feature is useful for testing and
training clairvoyance abilities of an operator. In some
embodiments, source 436 of test numbers is operable to gen-
erate at least one test number 437 after converting by con-
verter 446 of output numbers 435 to converter output 447.
This feature is useful for testing and training precognition
abilities of an operator.

An exemplary relationship processor 448 is operable, to
measure a relationship between process numbers in measure-
ment processor 440 and test numbers 437. In some embodi-
ments, as explained above in Example 1 with reference to
method 200 of FIG. 3, process numbers are directly compared
to test numbers; then, a majority vote of the comparison
results is performed. In some embodiments, process numbers
are directly compared to test numbers; then, a runs analysis is
performed on a sequence of bits resulting from the compari-
son. In some embodiments, a cross-correlation is performed
between process numbers and test numbers.

Some embodiments of a quantum computer 430 further
comprise a programming input 480 operable to alter a prob-
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ability function of physical source of entropy 434. A pro-
gramming input can be used to alter the wavefunction of one
or more qubits. In some embodiments, the signal supplied to
the programming input is derived from the measured states of
other qubits or from a conditional processed signal. A condi-
tional, or non-final, signal is produced from a previous one or
more measurements and processing. This provides a means of
enhancing both the accuracy and speed of providing a final
processed output representative of an influence of mind.

An example ofa technique to alter a probability function of
aphysical source of entropy is to adjust the threshold level of
converting an analog signal to binary. This changes the prob-
ability of getting a “1” or “0”. Another example is to change
the duty cycle of a square wave being sampled; for example
the square wave of a ring oscillator. Another example of
altering a probability function is to adjust autocorrelation by
adjusting the transfer function of the filter through which a
signal is passing.

Examples of an initiator 470 include: a keypad, a touchpad,
a computer keyboard, a computer mouse, a microphone, a
mechanical transducer, a photo sensor, a capacitive switch, a
touch sensitive screen, a physiological signal detector and
another anomalous effect detector. In some embodiments,
initiator 470 is operable to receive a conditioned physiologi-
cal measurement to initiate a detection. In some embodi-
ments, initiator 470 is operable to receive an output from
another anomalous effect detector to initiate a detection. In
some embodiments, initiator 470 is operable to initiate a
detection automatically and periodically once started.

In some embodiments, quantum computer 430 also
includes a randomness corrector that is operable to accept
output numbers 435 (e.g., digital numbers or an analog sig-
nal) from entropy source 434 and to reduce one or more
statistical defects in the output numbers. Randomness correc-
tors and correcting randomness are described in more detail
below. One or more techniques are applied for reducing
defects in an analog signal. For example, in some embodi-
ments, physical source of entropy 434 produces an analog
output 435 in which the average voltage is not zero. This
defect is reduced by using a negative feedback to cancel out a
long-term average voltage. This is a simple technique and
leaves the signal intact. Another technique used to reduce
defects is to multiply the analog signal by a random sequence
of “1s” and “minus 1s”. This reduces autocorrelation and
bias, but does not leave the wave signal intact. Another tech-
nique is to multiply the signal by a pseudorandomly gener-
ated analog wave having perfect statistics. Then, the absolute
value of the analog signal is calculated, and then the square
root of the absolute value is calculated. Finally, the positive
and negative signs of the original signal wave sections are
re-applied to get a signal with reduced defects.

In some embodiments, a randomness corrector in quantum
computer 430 is operable to reduce bias in output numbers
435 to less than 10 ppm and to reduce autocorrelation of any
order in non-deterministic random numbers 435 to less than
10 ppm. In some embodiments, a randomness corrector is
operable to reduce bias in output numbers 435 to less than 1
ppm and to reduce autocorrelation of any order in non-deter-
ministic random numbers 435 to less than 1 ppm. In some
embodiments, a randomness corrector comprises a linear
feedback shift register randomness corrector. In some
embodiments, a randomness corrector comprises a random-
ness corrector operable to perform a function selected from
the group consisting of: XORing output numbers from the
physical source of entropy with the output of'a pseudorandom
number generator; XORing output numbers from the physi-
cal source of entropy with the output of an independent non-
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deterministic random number generator; and XORing a plu-
rality of consecutive output numbers of the physical source of
entropy.

A basic embodiment of a method of using a quantum
computer that is responsive to an influence of mind com-
prises: generating output numbers using a physical source of
entropy; providing at least one test number; accepting the
output numbers in a measurement processor; measuring a
relationship between process numbers in the measurement
processor and at least one test number to produce an output
representative of an influence of mind; and communicating
results from the measurement processor using an interface.
Other embodiments of a method of using a quantum com-
puter are clear from the descriptions of the quantum computer
herein.

FIG. 7 contains a block diagram illustrating a general
embodiment of a multi-stream RNG 500 in accordance with
the present invention. Multi-stream RNG 500 includes noise
diode 510, which is a source of random noise operable to
generate an analog signal 512. Types of devices suitable for
use as a source 510 of random noise include, for example, a
noise diode, a zener diode, a photodiode, an avalanche diode,
a semiconductor junction, a resistor and a radiation detector.

Multi-stream RNG 500 further includes analog-to-digital
converter (ADC) 520. ADC 520 is operable to convert analog
signal 512 to n number of ADC output lines 522, wherein
nZ2. As depicted in FIG. 7, ADC 520 has n=8 output lines
522. Typically, multi-stream RNG 500 further includes one or
more amplifiers 524 to adjust the amplitude of analog noise
signal 512 provided by noise source 510 before the noise
signal enters ADC 520. The amplified noise signal preferably
has an average peak-to-peak amplitude about equal to the
full-scale input range of ADC 520. Preferably, the analog
signal 512 of noise source 510 and ADC 520 together have a
full-power bandwidth about two times the sampling fre-
quency of ADC 520. In other words, the total transfer function
of the analog signal path preferably has a full power band-
width of twice the sampling frequency of ADC 520.

Depending on the intended use of a multi-stream RNG and
of the sequences of random numbers it generates, the mini-
mum amount of entropy in the sequences from each of the
output lines is optimized by selecting the number m of output
lines that are corrected in randomness correctors. Preferably,
selection of the number m of output lines to be corrected from
the total number n of ADC output lines is conducted through
mathematical modeling and simulation in accordance with
the invention. The number of lines n to be used can be deter-
mined by theoretically modeling the cross-correlation matrix
of all the output lines while varying the RMS or peak-peak
amplitude of the of the ADC input signal relative to the
full-scale input range of the ADC. The cross-correlation
increases for the pairs of more significant bits. The cross-
correlation is related to the mutual entropy in the pairs of
sequences, so the input amplitude and the number of less-
significant bits is adjusted to achieve the desired level of
independent entropy in the selected number of sequences n.

Non-deterministic random bits generated in accordance
with the invention have true entropy. As a result, random data
generated in accordance with the invention are able to be
influenced by mind.

Exemplary commercially-available noise diodes suitable
for use as a noise source 510 in a random number generator in
accordance with the invention include: NoiseCom NC
302LBL; Panasonic MAZ80620mL. An exemplary amplifier
suitable for use as an amplifier 524 is a MAR-65M available
from Microcircuits. Exemplary analog-to-digital converters
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suitable for use as an ADC 520 include: ADC 08200 CIMT
(200 MHz) and ADC 081000 (1 GHz), both available from
National Semiconductor.

FIG. 8 contains a block diagram of a self-seeding random-
ness corrector 540 suitable for use with a random number
generator in accordance with the invention, such as multi-
stream random number generator 500. Randomness corrector
540 typically comprises data input 542 to receive data 543
(e.g., anuncorrected sequence of bits); for example, data from
an output line 522 of ADC 520. Randomness corrector 540
also includes serial shift register (SSR) 550 having a plurality
of latches 552 and a plurality of shift intervals 554 (e.g., L1,
[2,1.3,1.4). Randomness corrector 540 includes a plurality of
parallel data taps 558, each data tap located at a latch. Ran-
domness corrector 200 further comprises a nonlinear com-
bining element 560, which is operable to accept data 543 via
input 542, to accept data from a plurality of parallel data taps
558, to combine input data 543 and the data 562 from parallel
data taps 558 into a corrected bit 564, and for inputting
corrected bit 564 into an input of SSR 550. A data clock 568
is operable to shift data through randomness corrector 200. As
data is clocked by data clock 568 during operation, typically
the following occurs: a corrected data bit 564 is sampled
(read) in line 570 from the nonlinear combining element 560;
corrected bit 564 enters SSR 550; a new data bit 543 is input
into nonlinear combining element 560; and data bits 562 from
parallel data taps 558 move into nonlinear combining element
560.

Each shift interval of SSR 550 corresponds to a predeter-
mined number of bit shifts. In preferred embodiments, ran-
domness corrector 540 is operable to sample a plurality of
parallel SSR output signals from a plurality of sampling data
taps that are separated from each other by relatively prime
shift intervals.

In some embodiments, a plurality of data taps are con-
nected to an input of a nonlinear combining element, the
plurality of connected data taps being separated from each
other by relatively prime shift intervals. In some embodi-
ments, a randomness corrector comprises a plurality of shift
registers connected in series.

Examples of devices that are suitable to function as non-
linear combining element 560 include: an Exclusive-Or
(XOR) gate, a parity generator, a binary adder with carry, a
binary subtracter with borrow, a look-up table, or a pseudo-
random number generator.

An exemplary randomness corrector 530 comprises an
FPGA having part number EP1C3T144C6, available from
Altera.

FIG. 9 depicts schematically an XOR gate 580 suitable for
use in accordance with the invention. As depicted in FIG. 9, a
data input (DI) line and a plurality of parallel SSR output
(D1-D4) signals enter into XOR gate 580, which produces an
output data bit 564.

FIG. 10 depicts schematically parity generator 590 suitable
for use in accordance with the invention. As depicted in FIG.
10, a data input (DI) line 543 and a plurality of parallel SSR
output (D1-D4) signals 562 enter into parity generator 590,
which produces an output data bit 564.

FIG. 11 contains a block diagram of another self-seeding
randomness corrector 600 suitable for use with a random
number generator in accordance with the invention, such as
multi-stream random number generator 500. Randomness
corrector 600 comprises a nonlinear combining element 602,
which is operable to accept data (D1-D4) from a plurality of
parallel data taps 558 of a serial shift register (SSR) 550 and
to combine the data (D1-D4) from parallel data taps 558 of
latches 552 into a line 606, which is input for nonlinear
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combining element 610. The output 612 of randomness cor-
rector 600 serves as alternate data output 614 of a corrected
sequence of random bits. Nonlinear combining element 610
is operable to accept input data 543 via input 542 (e.g., from
a selected one of the output lines 522 of ADC 520), and to
accept data from line 616, for the purpose of combining input
543 (e.g., the one selected ADC output line) and the data from
line 616 into a corrected sequence of bits 618, and for input-
ting the corrected sequence 618 of bits into an input of SSR
550. In an exemplary randomness corrector 600, all logic is
implemented inside an Altera FPGA EP1C3T144C6. As
described with reference to FIG. 11, SSR 550 contains four
shift intervals 554. It has been observed that four shift inter-
vals is a minimum number of shift intervals for good results.
It is understood, however, that some embodiments in accor-
dance with the invention include more than four shift inter-
vals. Itis also understood that in some embodiments in accor-
dance with the invention, a SSR 550 in a randomness
corrector 600 contains only two or three shift intervals.

FIG. 12 contains a block diagram of another self-seeding
randomness corrector 630 suitable for use with a random
number generator in accordance with the invention, such as
multi-stream random number generator 500. Randomness
corrector 630 typically comprises data input 632 to receive
data 633 (e.g., an uncorrected sequence of bits); for example,
data from an output line 522 of ADC 520. Randomness cor-
rector 630 also includes n-bit serial shift register (SSR) 640,
which is a serial-in-parallel-out type shift register. Random-
ness corrector 630 includes a plurality of parallel data taps
(not shown), each data tap located at a latch (similar to data
taps 558 and latches 552 depicted in FIGS. 8 and 11). Ran-
domness corrector 630 further comprises a pseudo-random
number generator (PRNG) 644 and a data clock 646. Upon
clocking of data clock 646, SSR 640 is operable to produce an
output word 648 containing n bits as an input for PRNG 644.
Randomness corrector 630 further comprises a nonlinear
combining element 650, which is a parity generator. Parity
generator 650 is operable to accept data 633 via input 632 and
to accept data 652 from PRNG 644. Randomness corrector
630 is operable so that a single corrected data bit is sampled
or an n-bit quasi-random word is sampled at data lines 656.

In some embodiments, a randomness corrector in accor-
dance with the invention is operable to generate one or more
bits of output 570, 612, 656 for every input bit at input 542,
632. In accordance with the invention, a data clock 568, 646
is operable to clock a plurality of times for every bit input. For
example, if a clock clocks four times for every bit of input, the
randomness corrector generates four corrected bits out for
each input bit. In such a case, each output bit has about one
fourth of the original entropy; i.e., the output bit is quasi-
random.

In some embodiments, a randomness corrector comprises
k number of serial shift registers (SSRs), wherein k=m (m
being the number of selected ADC output lines or other inde-
pendent sources of random numbers), each shift register hav-
ing a plurality of latches and a plurality of shift intervals.
Furthermore, each shift register includes a plurality of paral-
lel sampling data taps that are relatively prime to each other.
Such a randomness corrector includes a nonlinear combining
element for each of the k shift registers, the nonlinear com-
bining element being operable to accept data from a selected
one of the m ADC output lines, to accept data from a plurality
of'parallel data taps, to combine the one selected ADC output
line and the data from parallel data taps into a corrected output
bit, and to input the corrected output bit into an input of the
SSR. A data clock is operable to clock data through the
randomness corrector.
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In some embodiments of a random number generator in
accordance with the invention, an ADC is operable so that the
n number of ADC output lines have an aggregate bit rate of n
times the sampling frequency of the ADC. In some embodi-
ments, the ADC is operable so that the n number of ADC
output lines have an aggregate bit rate greater than one billion
bits per second. In some embodiments, m number of random-
ness correctors are operable so that m number of corrected
sequences of bits have an aggregate bit rate greater than one
billion bits per second. In some embodiments, m number of
randomness correctors are operable so that m number of
corrected sequences of bits have an aggregate bit rate greater
than six billion bits per second. In some embodiments, m
number of randomness correctors are operable so that m
number of corrected sequences of bits have an aggregate bit
rate greater than twelve billion bits per second.

FIG. 13 shows a simplified block diagram of a summed
multisource random number generator 660 in accordance
with the invention having a plurality of independent noise
sources 662 of random noise coupled at a summing point 664
and being operable to generate a signal 665 at the summing
point. Examples of independent sources of random noise
include: a noise diode, a zener diode, a photodiode, an ava-
lanche diode, a superconductive junction, a resistor and a
radiation detector. Some embodiments further comprise a
coupler 668 and 669, the coupler being connected to the
sources of random noise and being operable to couple the
sources of random noise at summing point 664. In some of
these embodiments, the coupler is operable to couple the
sources of random noise using electromagnetic fields.
Examples of a coupler include: a wire, a resistor, a variable
resistor, a capacitor, a variable capacitor, an optically con-
trolled resistor, an electronically controlled resistor, a photo-
diode, a converter, a delay line and a controllable delay line.

Summed multisource RNG 660 includes bias voltages 666
and bias resistors 667. Exemplary bias resistors have a resis-
tance of 1.2 kilo-ohms (k€2). Weighting resistors 668 have a
resistance in a range of about from zero to 100 ohms. The
resistance R1, R2 and R3 of three weighting resistors 668 are
different so that noise sources 662 are weighted differently.
Thethree capacitors 669 having a value of about 1 microfarad
(uF) serve to decouple the DC components of noise diodes
662 from each other and from the input of amplifier 670.
Amplifier 670 is located between summing point 664 and
analog to digital converter (ADC) 672 and is operable to
adjust signal 665 to signal 671.

ADC 672 has at least one ADC output line 674 and is
responsive to the amplified signal 671 to produce random
numbers in at least one ADC output line 674. In exemplary
embodiments, non-deterministic random numbers produced
by summed multisource RNG 660 serve as an input to a
converter.

Some embodiments comprise at least three independent
sources of random noise and are characterized in that the at
least three independent sources of random noise are spatially
arranged to form one or more triangles. In some embodi-
ments, the independent sources of random noise are part of a
monolithic integrated circuit. In some embodiments, the
independent sources of random noise are all contained within
a spherical radius of 0.5 mm. In some embodiments, the
independent sources of random noise are coupled to simulate
neuronal connections in a brain. In some embodiments, one
or more output lines 674 of summed multisource random
number generator 660 are the input of at least one randomness
corrector that is operable to process the at least one ADC
output line 674.
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In some embodiments, a source of non-deterministic ran-
dom numbers comprises an independent ring oscillator. In
some embodiments, a physical source of entropy comprises
an independent ring oscillator.

A ring oscillator is formed by connecting an odd number of
inverting logic gates in a ring. The frequency of oscillation is
proportional to the inverse of the number of logic gates used
in the ring.

FIG. 14 depicts schematically a simple ring oscillator ran-
dom number generator (RNG) 700. Ring oscillator RNG 700
comprises inverting logic gates 702, 704 and 706 connected
in a ring 708. Ring oscillator random number generator 700
further comprises a data latch 710 and a clock source 712.
Ring oscillator 708 produces a high-frequency signal (F1)
716, which is applied to the data input 718 of data latch 710.
Clock source 712 supplies a clock signal (F3) 720 to the clock
input of latch 710. The frequency of clock signal (F3) 720 is
lower than high-frequency signal (F1) 716. Random bits 724
are latched out on the Q output 724 of the latch at the clock
signal frequency.

The entropy of the random sequence produced by ring
oscillator RNG 700 depicted in FIG. 14 arises from the analog
components that comprise the inverting gates 702, 704 and
706. Noise sources in these components include shot noise
and thermal noise, as well as noise induced by power supply
variations. The noise sources produce small variations in the
timing of the rise and fall of the oscillator signal. These
variations are known as transition jitter, or just jitter.

The amount of entropy is related to the root-mean-square
(RMS) jitter as a fraction of the ring oscillator period. The
jitter in an integrated circuit ring oscillator is only about 1
percent of the oscillator period for oscillator frequencies of
several hundred MHz. Therefore, the entropy of a simple ring
oscillator RNG 700 of FIG. 14 is also small.

FIG. 15 shows an enhanced ring oscillator RNG 730. Ring
oscillator RNG 730 comprises inverting logic gates 702, 704
and 706 connected in a ring 708. Ring 708 produces a high-
frequency signal (F1) 716, which is applied to the data input
718 of data latch 710. Ring oscillator RNG 730 further com-
prises inverting logic gates 732, 734 and 736 and non-invert-
ing logic gate 738 in a second ring oscillator 740. Second ring
oscillator 740 produces a high-frequency signal (F2) 742 ata
lower frequency than signal 716 (F1). Second ring oscillator
740 supplies a signal 742 (F2) to the clock input of latch 710.
The combined jitter of the two ring oscillators 708 and 740
increases the total entropy at output 744 of first latch 710. The
output 745 of first latch 710 is in turn latched by a clock signal
(F3) 720 of clock source 712 at a frequency lower than either
signal F1 or F2. In some embodiments, clock 712 is a system
clock so that the random bits produced by the embodiment of
ring oscillator RNG 730 are synchronized with a specific
clock.

In some embodiments, it is desirable that the entropy of the
random bits be greater than the entropy of bits produced by a
ring oscillator RNG 700 or 730. In an anomalous effect detec-
tor or a quantum computer in accordance with the invention,
good results are obtained with entropy values of at least 0.9
bits per bit, up to 0.99 bits per bit. Entropy values above 0.99
have little incremental benefit. Combined RMS jitter values
of 20-30 percent correspond to entropy levels of 0.9-0.99.
U.S. Pat. No. 6,862,605, issued Mar. 1, 2005, to Wilber,
which is incorporated by reference, teaches a random number
generator comprising software that is operable utilizing only
elements usually contained in a general purpose computer,
and a general method for calculating entropy using the
amount of jitter in various oscillatory signals.
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FIG. 16 depicts schematically a random number generator
system 750 comprising a plurality of independent ring oscil-
lator random number generators 752, all clocked by a com-
mon clock source F3 (not shown). The random bits 754 from
each of independent generators 752 are combined in an
Exclusive-OR (XOR) gate. The output 758 of the XOR gate
contains entropy from all of the plurality of XOR input bits
754. The number of independent generators 752 combined
this way is increased until the final output bits 758 contain the
desired entropy.

Insome embodiments, a converter is operable to perform at
least one truth table function. Generally, a truth table function
in accordance with the invention is operable to accept an input
comprising a subsequence of non-deterministic random
binary bits having f number of bits and to generate an output
having g number of bits, wherein f=2 and 0=g<{. Generally,
atruth table function is operable to accept input bits having an
input bit rate, and to generate output bits having an output bit
rate less than or equal to the input bit rate.

In some embodiments, truth table functions are performed
using logic gates. For example, truth table functions for auto-
correlation and cross-correlation converters are implemented
by one or more two-input exclusive-NOR (XNOR) gates. In
some embodiments, truth table functions are performed using
software algorithms.

In some embodiments in accordance with the invention, a
converter comprises a plurality of truth table functions. Some
embodiments comprise one or more integrated circuit oper-
able to perform one or a plurality of truth table functions.
Examples of suitable integrated circuits include discrete logic
chips, CPLDs, integrated logic circuits, and ASICs. In some
embodiments, the converter comprises a field-programmable
logic array programmed to perform one or a plurality of truth
table functions. Some embodiments comprise a plurality of
substantially identical truth table functions.

Generally, a truth table function is operable to accept an
input comprising a subsequence of non-deterministic random
binary bits having s number of bits and for generating an
output having t number of bits, wherein s=Z2 and 0=t<s.
When present, one or more subsequent truth table functions
are operable to accept an input comprising unumber of output
bits from a prior truth table function and generating an output
having v number of bits, wherein uZ2 and 0=v<u. In some
embodiments, t<s/2. In some embodiments, v<u/2. In some
embodiments, a truth table function is operable such that, on
average, t is about s/4. in some embodiments, a subsequent
truth table function is operable such that, on average, v is
about u/4. In some embodiments, a converter comprises not
less than five truth table functions located in series. In some
embodiments, the converter comprises not less than 10 truth
table functions located in series.

In some embodiments, a truth table function is operable to
receive an input comprising two simultaneous non-determin-
istic random binary bits to produce an output obeying the
following Truth Table, in which x denotes no output:

input 1 input 2 output
0 0 0
0 1 X
1 0 X
1 1 1
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Similarly, in some embodiments, a truth table function is
operable to receive an input comprising two sequential ran-
dom binary bits to produce an output according to the same
Truth Table.

For example, FIG. 17 contains a block diagram of a pre-
ferred truth table circuit 800 that is operable to receive an
input comprising two sequential random binary bits to pro-
duce an output obeying the truth table shown above. Such a
circuit functions as a bias amplifier. Latches 804, 805 are
operable to store consecutive input bits 801, 802, respec-
tively. Divide-by-two counter latch 810 is operable to divide
clock frequency input by two. Logic AND gate 814 looks at
two consecutive bits 801, 802 and produces an output “1” if
both input bits have value “1”, and output “0” if both input bits
have value “0”. Logic XOR gate 816 combines with logic
NOR gate 818 to produce a clock output if input bits 801 and
802 are the same.

The following equations relate the average output bit rate
and bias to the average input bit rate and input bias, with bias,
B, expressed as the fraction of ones to total bits with B ranging
from O to 1 and 0.5 being the unbiased expectation.

5 SBE, b
T 5By, + B2,
Bous = Drin(5 = By, + B3,) 2

FIG. 18 contains a block diagram of a preferred truth table
circuit 830 that is operable to receive an input comprising two
simultaneous (synchronous) random binary bits 831, 832 to
produce an output obeying the truth table shown above. This
is a mutual bias converter. A circuit 830 that is operable to
receive two simultaneous input bits is particularly useful to
perform a truth table function of a converter that receives its
input directly from two independent RNG output lines
because only this data is certain to be simultaneous (or syn-
chronous).

In some embodiments in accordance with the invention, a
truth table function is operable to receive an input comprising
two sequential output bits from a prior truth table function to
produce an output obeying the same Truth Table:

input 1 input 2 output

R =E=]
—_ o = O
— oM O

Thus, a circuit 800 as depicted in FIG. 17 is also useful to
process output from a preceding truth table function.

In some embodiments in accordance with the invention, a
converter further comprises a converter truth table function,
the converter truth table function being operable to convert a
plurality of input subsequences of random binary bits having
a first pattern to subsequences of random binary bits having a
second pattern. In some embodiments, a converter truth table
function is operable to receive an input comprising two ran-
dom binary bits from a source and to produce a converter
output obeying the following Truth Table:
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input 1 input 2 output
0 0 1
0 1 0
1 0 0
1 1 1

If the input bits are from the same sequence, then the
converter is an autocorrelation converter. If the input bits are
from two independent simultaneous sequences, then the con-
verter is a cross-correlation converter. This truth table func-
tion is implemented in hardware by a two-input exclusive-
NOR logic gate.

A runs converter compares consecutive bits in a sequence
of bits. A runs converter typically uses an overlapping win-
dow of input bits that slides one bit along the input sequence
to produce a conversion for each new input bit. Converters for
runs longer than one use a window of input bits of length
equal to the run length to be converted plus two bits. For each
runs converter for runs of length N, the corresponding truth
table will have 2 to the power of N+2 possible input patterns
and only two active outputs. The active outputs correspond to
the two patterns where the first and last input bits are equal
and all other input bits are the complement of the first and last
input bits. The active output is equal to the complement of the
first or last input bit. The runs converter produces a no-output
condition, x, for all other patterns.

A simple, two-run converter essentially looks at four bits at
atime: a first bit, a last bit and two middle bits. When the two
middle bits are identical, and the first and last bits are both
different from the two middle bits, then there is a run of two
bits. In this case, if both middle bits have a value of ““1”, then
there is an output of “1”. If both middle bits have a value of
“07, then there is an output of “0”. If on the other hand, the
middle bits are not identical, then there is no output. Simi-
larly, a runs-of-three converter looks at five bits, a first bit, a
last bit and three middle bits. A runs-of-one converter uses
three consecutive bits in a sequence.

Typically, the operation of a runs converter is represented
as a truth table function. A truth table for a runs-of-one con-
verter is shown here:

input 1 input 2 intput 3 output
0 0 0 X
0 0 1 X
0 1 0 1
0 1 1 X
1 0 0 X
1 0 1 0
1 1 0 X
1 1 1 X

A runs converter is useful in several ways. A runs converter
detects a property of a sequence of bits that is responsive to an
influence of mind. Also, a runs-of-two converter detects a
response to mental influence that is independent of the results
of a bias amplifier or of an autocorrelation converter. There-
fore, a runs converter is useful to independently assess the
reliability of the results of a detection of an influence of mind.

The fraction of runs with a given value, for example, “1”, of
a given run-length, versus the total number of bits in a
sequence of random bits that are un-influenced by mind,
produces a known distribution. This distribution is given by
the equation: Number of Runs/Total Bits in Sequence=0.25/
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2RL where RL is the Length of Runs in bits. When a sequence
of random bits is influenced by mind, the influence of mind
changes the distribution of runs having a given length and a
given value. Generally, when a given type of bit (e.g., “1”)
corresponds with an intended output, the fraction of runs of
the given type in runs of shorter length decreases with influ-
ence of mind, and the fraction of runs of the bit type in runs of
longer length increases. FIG. 19 contains a logarithmic graph
in which the fraction of runs in a sequence of bits of a given
type (“1” and “0”) is plotted as a function of length of runs (in
bits). The diagonal curve 1 represents the average fraction of
runs of bits both of type “1” and type “0” occurring in a
sequence of random bits that is un-influenced by mind. Curve
2 in the graph of FIG. 19 represents the fraction of runs of “1”
bits of various run-lengths when “1” bits correspond to an
intended result. Curve 3 represents the corresponding fraction
of runs of “0” bits of various run-lengths when “1” bits
correspond to the intended result. As shown by curve 2
depicted in the graph, the fraction of runs of “1” bits in short
runs of 1 decreases as a result of an influence of mind, while
the fraction of runs of “1” bits in longer runs of 2 or more
increases as a result of an influence of mind. Conversely,
curve 3 shows that the fraction of runs of “0” bits (which
correspond to “misses”, i.e., results counter to intended
results) increase for short runs of 1 and decrease for longer
runs of 2 or more. In some cases, when the influence of mind
on the random number sequence is stronger, the fraction of
runs of “1” bits decreases in runs of 1 and 2, and increases in
longer runs of 3 or longer, with a corresponding inverted
result for runs of “0” bits.

A transitions converter compares consecutive bits in a
sequence and generates an output when there is a transition
from one bit value to another. When there is no transition,
there is no output. Typically, the operation of a transitions
converter can be represented as a truth table function.

A truth table for a two-bit transition converter is shown
here:

input 1 input 2 output
0 0 X
0 1 1
1 0 0
1 1 X

A two-bit converter only uses non-overlapping windows of
input bits. Transition converters longer than two bits can use
either overlapping or non-overlapping windows of input bits.

A truth table for a three-bit transition converter is shown
here:

input 1 input 2 intput 3 output
0 0 0 X
0 0 1 1
0 1 0 X
0 1 1 X
1 0 0 X
1 0 1 X
1 1 0 0
1 1 1 X

In some embodiments, a converter truth table function is
operable to accept a subsequence of random bits from a
sequence of random binary bits and to convert a statistical
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autocorrelation in the subsequence to a bias. A circuit corre-
sponding to circuit 850 depicted in FIG. 20 having a single
storage latch 852 is suitable for converting first order auto-
correlation to bias. Higher order autocorrelation is converted
to bias by adding additional latches in series. For example, a
circuit similar to circuit 850 in FIG. 20 but including a second
latch in series with latch 852 is suitable for converting second
order autocorrelation to bias.

In some embodiments, the converter comprises a bias
amplifier, and a converter truth table function is operable to
accept sequences of simultaneous random binary bits and to
convert a statistical cross-correlation in the sequences to a
bias. For example, a circuit corresponding to circuit 850
depicted in FIG. 20 but having no latch, that is, a two-input
Exclusive-Nor (XNOR) logic gate, is suitable for converting
cross-correlation to bias.

In some embodiments of an anomalous effect detector, the
converter comprises a plurality of initial truth table functions.
Each initial truth table function forms a path for processing
random binary bits, the path being parallel to the other initial
truth table functions. Also, each initial truth table function is
operable to accept an input comprising a subsequence of
random binary bits having s number of bits and to generate an
output having t number of bits, wherein s=Z2 and 0=t<s.
Some embodiments further comprise one or more subsequent
truth table functions located consecutively in each of one or
more of the parallel paths. A subsequent truth table function is
operable to accept an input comprising u number of output
bits from a prior truth table function and generating an output
having v number of bits, wherein uZ2 and 0=v<u. In some
embodiments, the converter comprises not less than five sub-
sequent truth table functions in a path. In some embodiments,
the converter comprises not less than 10 subsequent truth
table functions in a path. In some embodiments, t=s/2. In
some embodiments, v=u/2. In some embodiments, an initial
truth table function is operable such that, on average, tis about
s/4. In some embodiments, a subsequent truth table function
is operable such that, on average, v is about v/4.

FIG. 21 contains a block diagram representing a converter
870 in accordance with the invention that is operable to accept
subsequences of random binary bits from six sequences of
randomness corrected data 871, 872, 873, 874, 875, 876 of a
random number source. Converter 870 contains three parallel
input truth table functions 880, 882, 884. Input truth table
function 880 accepts data from corrected random number
sequences 871, 872. Similarly, input truth table functions
882, 884 accept data from sequences 873, 874 and 875, 876,
respectively. The output of input truth table functions 880,
882, 884 is accepted by subsequent truth table functions 890,
892, 894, respectively. Typically, as depicted in FIG. 21, each
of the three parallel data processing paths initiated by input
truth table functions 880, 882, 884 include a plurality of
subsequent truth table functions 890, 892, 894, respectively.
As aresult of the repeated application of truth table functions,
data in a given parallel path is decreased. For example, in
some embodiments, converters used to measure bias in input
data and having a total of 15 consecutive truth table functions
in a path (e.g., the path including truth table functions 880,
890 in FIG. 21) accomplish a decrease in data by a factor of
about 2°°. Truth table functions in accordance with the inven-
tion typically have a high statistical efficiency. As a result,
anomalous effect detectors in accordance with the invention
typically achieve very high statistical efficiency; for example,
virtually 100 percent.

Converter 870 was described with reference to FIG. 21
above to accept six sequences of randomness corrected ran-
dom numbers. It is understood that a variation of converter
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870 is also operable to accept a single sequence of random-
ness corrected random numbers that is split into subse-
quences that are then processed in parallel paths.

In some embodiments in accordance with the invention, a
converter is operable to have a theoretical information rate of
at least 0.5 bits per minute.

Generally, an anomalous effect detector or a quantum com-
puter in accordance with the invention is operable such that
the theoretical information rate, R, may be calculated using
the equation: R=bit rate (1+p Log,p+(1-p) Log,(1-p)).

Information Rate, R, is: R=bit rate (1-H) where bit rate is
the number of bits/second, or other unit of time, and H is the
mathematical entropy of the signal.

Shannon entropy for binary bit streams is defined: H=—p
Log, p—(1-p) Log,(1-p), where p=number of correct bits
(“Hits”)/total number of bits. R is the theoretical noise-free
information transfer rate in bits/unit time. Information rate R
is broadly usable in accordance with the invention to quantify
both the capabilities of operators and the responsiveness or
sensitivity of devices in the field of anomalous cognition, and
is superior to other measures previously used for this purpose.

Generally, a determined quantum value is obtained by the
act of measuring it. In embodiments in accordance with the
invention, a non-deterministic random bit is generated by
measuring it. [t can be viewed that before measurement, there
is a superposition of “1” and “0”. For example, a measure-
ment occurs when a LF oscillator latches a HF counter. In
such a case, a bit does not have a value of “1” or “0”” until it is
latched. The indeterminacy of timing of the LF oscillator (or
other random noise source) makes the measured bit non-
deterministic (i.e., true random rather than pseudorandom).
The indeterminacy of timing is caused by shot noise or ther-
mal noise or both, which are at least partially quantum
mechanical.

Studies have shown and it is now widely recognized that a
human mind (and presumably the mind of other sentient
beings) is capable of influencing quantum probabilities. See,
for example: Quantum physics in neuroscience and psychol-
ogy: a neurophysical model of mind-brain interaction, by
Jeffrey M. Schwartz et al., Phil. Trans. R. Soc. B, The Royal
Society (2005) (published online); Quantum Collapse, Con-
sciousness and Superluminal Communication, by Gao Shan,
Chinese Institute of Electronics (published online); Visual
Conscious Experience, by Mitja Perus, BION Institute,
Ljubljana, Slovenia (published online). An embodiment in
accordance with the present invention is operable to respond
to an influence of mind of a human operator (or other sentient
organism) on quantum mechanical wavefunctions. It is
believed that among other effects, mind influences quantum
mechanical wavefunctions to cause entanglement. Further, it
is believed that mind causes quantum mechanical entangle-
ment of truly random bits in a physical source 404, 434 of
entropy with target information. An embodiment of quantum
computer 400, 430 is particularly useful when desired target
information is hidden or non-inferable from currently avail-
able information. Mind influences sources of entropy, such as
sources 404, 434, which are quantum mechanical. The influ-
ence of mind shifts a probability or probabilities of the results
of measurements of bits in entropy sources 404, 434. Such
shifts of probabilities of bits include shifts in bias, autocorre-
lation, and other more complex probabilities and properties.
In accordance with the invention, measurement processor
410, 440 enhances the effects of shifted probabilities of bits in
the stream of numbers from source 404, 434.

FIG. 22 depicts schematically quantum computer 900 in
accordance with the invention. Quantum computer 900 com-
prises physical source of entropy 910 that is operable to
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generate a plurality of output numbers 912. In some embodi-
ments in which entropy source 910 comprises a LF oscillator
and a HF counter, the entropy in a word read from the counter
is estimated by analyzing a sequence of words read from the
counter. Exemplary amounts of entropy are in a range of from
1.0 to 3.0 bits. In some embodiments which have a 1 kHzLF
oscillator and in which the entropy in a counter is greater than
1.0 and less than 2.0, entropy source 910 generates output
bits, each having an entropy approaching 1.0, at arate of 1000
bits per second. Each output bit that is generated is directed to
one of the plurality of output streams 912. The output bits are
generated, however, in rapid succession by entropy source
910. Each of output bit streams 912 is processed in accor-
dance with the invention in converter 920.

Processor 924 accepts converter output bits 922. Quantum
computer 900 also comprises source 926 of test bits 927.
Processor 924 processes the plurality of converter output bits
922, including measuring whether there is a match between
processor results and a test bit. Processor 924 then generates
a combined processor output 928, which is sent to results
interface 930. Processor output bit 928 is representative of an
influence of mind. Processor output bit 928 contains fewer
numbers than the input of converter output bits 922.

It is believed that an operator’s mind influences quantum
probabilities in entropy source 910 and in test number source
926, resulting in at least partial entanglement of the quantum
mechanical entropy sources of entropy source 910 and test
number source 926, thereby increasing the probability of a
match between the measurement of the influence of mind and
a test number.

FIG. 23 depicts schematically a quantum computer 940 in
accordance with the invention. Quantum computer 940 com-
prises a plurality of entropy sources 950 that are operable to
generate a plurality of output streams 952. Quantum com-
puter 940 further includes a plurality of converters 960 in
accordance with the invention, corresponding to each of
entropy sources 950. Each output stream 952 is processed in
accordance with the invention in a converter 960. Processor
964 accepts converter output 962. Processor 964 processes
converter output 962 in accordance with the invention. Pro-
cessor 964 then generates processor result 966, which is sent
to results interface 968.

It is believed that the entropy sources in the plurality of
entropy sources 950 are entangled in a quantum mechanical
sense. According to one view, actual sources 950 are
entangled, not necessarily the numbers (bits). According to
this view, the numbers that come out of entropy sources 950
have a relationship because entropy sources 950 were
entangled. Also, random number sources 950 are entangled
not only with each other but with the intended outcome,
hidden or non-inferable information. It is believed that an
operator’s mind influences quantum probabilities in entropy
sources 950, resulting in at least partial entanglement of the
quantum mechanical entropy sources of entropy sources 950
and target information (e.g., a test bit or desired unknown
information), thereby increasing the probability of a match
between the result 966 and target information.

According to one view, actual bits are not entangled. Once
measured (or latched), the bits are determined. According to
this view, if a bit is 1 or 0, it cannot be entangled. According
to this view, entropy sources are entangled. After a quantum
computer in accordance with the invention generates a ran-
dom bit, that is, after measurement is made, superposition
exists no longer. But, since a source can be entangled, for
example, with a future bit or with unknown information, and
since sources can be entangled, one or more physical sources
of entropy in accordance with the invention generate one or
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more streams of output bits having a coherent pattern, from
which the processor produces the desired result. Multiple
entangled sources give a greater effect than a single source,
which is entangled only with the intended result. A traditional
quantum computer typically is run several times to obtain a
reliable result because a quantum computer’s output is
always probabilistic.

A quantum computer in accordance with the invention
responds to influences of the mind of an operator on quantum
probabilities of physical sources of entropy or quantum cir-
cuits. Accordingly, mind influences sources of entropy, such
as sources 404, 434, 910, 950, which are at least partially
quantum mechanical. The influence of mind shifts a probabil-
ity or probabilities in a source of entropy. It is understood that
an operator need not be spatially closeto a quantum computer
in accordance with the invention to achieve good results. In
fact, in some embodiments, an operator is located hundreds
and even thousands of miles away from the one or more
sources of entropy 404, 434, 910, 950. Similarly, in embodi-
ments in accordance with the invention comprising a source
of test numbers 406, 436, 926, the operator need not be in
close spatial proximity to the source. Also, in some embodi-
ments, the operator does not physically initiate operation of
the quantum computer (such as by using a keypad).

A mental influence detector in accordance with the inven-
tion is useful in a wide variety of applications. Some embodi-
ments are operable as an information accuracy enhancement
device, particularly when the information is not accessible by
classical methods. Some embodiments are operable as a pre-
dicted information accuracy enhancement device, particu-
larly when the predicted information is not accessible by
classical methods. Some embodiments are operable as acom-
munication accuracy enhancement device, particularly when
the communication is not accessible by classical methods.
Some embodiments are operable to respond directly to an
influence of mind. Some embodiments are operable to
respond to mental intention in conjunction with a game.

In some embodiments in accordance with the invention, a
mental influence detector is portable. Some embodiments
further comprise a connection to the internet. In some
embodiments, a mental influence detector interfaces to a
device, such as a computer or server, that is connected to the
internet. Functions of a mental influence detector having high
processing rates (e.g., on the order of billions of operations
per second) are typically in an FPGA or other hardware
implementation because of the very high processing rates
(too fast to process by a computer). Nevertheless, additional
truth table processing may be done in a computer before the
information is sent over the internet or over phone or a wire-
less connection to an output device where an operator is
located. Any connection to other physiological measurement
devices typically is done where the operator is located, but the
results may be sent back to a “base” location where the
detector is located for further processing and correlation. In
some embodiments, the results of this further processing is
then sent back to the output device for use by the operator. In
other words, in embodiments in accordance with the inven-
tion that are internet-based, the several components of an
anomalous effect detector or of a quantum computer in accor-
dance with the invention are located separately from each
other, sometimes separated by hundreds or thousands of
miles.

In some embodiments, the mental influence detector is
operable in a combination with a game, and the combination
includes a source of a sequence of random binary bits.
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Some embodiments in which the mental influence detector
is operable in the combination with the game further com-
prise a connection to the internet.

FIG. 24 contains a block diagram of an internet-based
system 970 in accordance with the invention. System 970
includes at least one mental influence detector, but several of
the components of a mental influence detector are spatially
separated from each other, possibly by large distances up to
hundreds or thousands of miles. System 970 comprises a base
module 971, which base module includes a source of numbers
(NDRN), a converter and a processor in accordance with the
invention. Base module 971 is connected to a conventional
Internet server 972. Through a conventional internet connec-
tion 973, an internet service provider 974 and a user internet
connection 975, a user’s personal computer (PC) 976 or other
internet-enabled device is connected to base module 971.
Typically, user PC 976 includes an output device, which is
utilized as a results interface 977 in accordance with the
invention to convey results to an operator 978. Typically,
system 970 comprises an initiator 979 connected to user PC
976, with which operator 978 initiates detection by system
970 of an influence of mind. Some embodiments include test
number source 980 in accordance with the invention. Prefer-
ably, test number source 980 is located in or proximate to user
PC 976.

Certain common features have been observed during hun-
dreds of testing sessions with some embodiments of mental
influence detectors in accordance with the invention. In cer-
tain applications of a mental effect detector, a lack of atten-
tion, drifting or loss of focus typically correspond to a reduc-
tion in results. A new operator, or an experienced operator,
when significant changes have been made to hardware con-
figuration or processing methods, usually benefits from an
initial learning period. After a learning period has passed,
results typically follow a pattern of rapid initial rise in the
measured influence of mind followed by a peak shortly after
the beginning of'the session, and then a gradual decline down
to some positive basal level substantially lower than the peak.
Experienced operators typically maintain the basal level
longer and at a higher level than newer operators. Persistence,
regularity and motivation to train usually boost the abilities of
an operator. These abilities are cumulative over the long term
and show persistence in other areas of the operator’s life.
Certain conditions of the operator may reduce measured men-
tal influence. These include physical discomfort or illness,
mental upset or distraction and physical or mental fatigue.

Embodiments of mental influence detectors in accordance
with the invention are applicable in various areas of anoma-
lous cognition and machine-enhanced anomalous cognition.
These include areas of research into mind, consciousness and
reality that are variously referred to as ESP, Psi, Psychic
Phenomena, Remote Viewing, Telepathy, Clairvoyance,
Clairaudience, Psychokinesis, Precognition, Mental Powers,
among other. Some specific areas of utilization include com-
munications, enhanced decision making, medical diagnosis
and treatment options, enhanced computing machines, lie
detection, enabling the handicapped, locating lost or hidden
objects, and increasing correct prediction probabilities for
everything from games of “chance” to market moves.

The particular systems, devices and methods described
herein are intended to illustrate the functionality and versa-
tility of the invention, but should not be construed to be
limited to those particular embodiments. It is evident that
those skilled in the art may now make numerous uses and
modifications of the specific embodiments described, without
departing from the inventive concepts. It is also evident that
the steps recited may, in some instances, be performed in a
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different order; or equivalent structures and processes may be
substituted for the structures and processes described. Since
certain changes may be made in the above systems and meth-
ods without departing from the scope of the invention, it is
intended that all subject matter contained in the above
description or shown in the accompanying drawings be inter-
preted as illustrative and not in a limiting sense. Conse-
quently, the invention is to be construed as embracing each
and every novel feature and novel combination of features
present in or inherently possessed by the systems, devices and
methods described in the claims below and by their equiva-
lents.

The invention claimed is:

1. A quantum computer responsive to an influence of mind,
comprising:

a plurality of physical sources of entropy operable to gen-
erate output numbers, said physical sources being at
least partially entangled;

a plurality of converters, each of a plurality of said con-
verters being operable to convert output numbers from
said plurality of physical sources of entropy to converter
outputs having bias representative of a property of said
output numbers; and

a processor, said processor being operable to process said
converter outputs to measure a relationship resulting
from entanglement with target information caused by
said influence of mind.

2. A quantum computer as in claim 1 wherein said target

information comprises at least one test number.

3. A quantum computer as in claim 1, further comprising:

an interface that is operable to communicate results from
said processor.

4. A quantum computer as in claim 3 wherein said interface
is selected from the group consisting of: a computer monitor,
a computer speaker, a sound transducer, an LED display, a
cell phone screen, a cell phone speaker, a mechanical trans-
ducer and a physiological stimulator.

5. A quantum computer as in claim 1 wherein said physical
sources of entropy are located in an integrated circuit.

6. A quantum computer as in claim 1 wherein said physical
sources of entropy comprise a quantum circuit embodying a
qubit.

7. A quantum computer as in claim 1 wherein said physical
sources of entropy comprise a quantum circuit embodying at
least one qubit, wherein said at least one qubit exhibits a
property of quantum entanglement.

8. A quantum computer as in claim 1, further comprising:

an initiator that is operable to initiate a detection of said
influence of mind.

9. A quantum computer as in claim 8 wherein said initiator
comprises an initiator selected from the group consisting of:

a computer keyboard, a computer mouse, a microphone, a
mechanical transducer, a photo sensor, a capacitive
switch, a touch sensitive screen, a physiological signal
detector and another quantum computer.
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10. A quantum computer as in claim 8 wherein said initia-
tor is operable to initiate a detection automatically and peri-
odically.

11. A method of detecting an influence of mind, compris-
ing:

generating output numbers using a plurality of physical

sources of entropy, which sources are at least partially
entangled;

converting output numbers from each of a plurality of said

physical sources of entropy to converter outputs having
bias representative of a property of said output numbers;
and

processing said converter outputs to measure a relationship

resulting from entanglement with target information
caused by said influence of mind.

12. A method as in claim 11 wherein said target, informa-
tion comprises at least one test number.

13. A method as in claim 11 wherein said converting output
numbers comprises:

amplifying a bias of said output numbers.

14. A method as in claim 11, further comprising:

communicating results of said processing using an inter-

face.

15. A method as in claim 14 wherein said communicating
results comprises using an interface selected from the group
consisting of: a computer monitor, a computer speaker, a
sound transducer, an LED display, a cell phone screen, a cell
phone speaker, a mechanical transducer and a physiological
stimulator.

16. A method as in claim 11, further comprising:

initiating a detection of said influence of mind.

17. A method as in claim 16 wherein said initiating com-
prises:

initiating a detection of said influence of mind using an

initiator selected from the group consisting of: a com-
puter keyboard, a computer mouse, a microphone, a
mechanical transducer, a photo sensor, a capacitive
switch, a touch sensitive screen, a physiological signal
detector and a mental influence detector.

18. A method as in claim 11 wherein said generating output
numbers comprises:

using a physical source of entropy located in an integrated

circuit.

19. A method as in claim 11 wherein said generating output
numbers comprises:

using an independent ring oscillator.

20. A method as in claim 11 wherein said generating output
numbers comprises:

generating output numbers from a physical source of

entropy comprising a quantum circuit embodying a
qubit.

21. A quantum computer as in claim 1 wherein said target
information comprises unknown information.

22. A method as in claim 11 wherein said target informa-
tion comprises unknown information.
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